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Abstract
We will develop and implement new algorithms for constraint solving and apply them to construct two classes of tools:
1) bug finding and verification tools building on tools such as Java PathFinder [33] and Jahob [38]; 2) tools for deep
semantic analysis of texts containing a mix of English, source code, and mathematical formulas. The starting point
for our techniques are constraint solving algorithms developed in the rapidly expanding field of satisfiability modulo
theories (SMT) [15, 3, 4, 10]. We will use state-of-the art techniques to implement an SMT constraint solver in the
Scala programming language [30, 1] running on JVM platforms. One of the distinguishing features of our constraint
solver will be the ability to analyze rich constraints that include not only quantifiers, numerical domains and data
structures, but also lambda expressions and recursive definitions.

To be effective for program analysis, the constraint solver will have a native support for transition systems describ-
ing program semantics. This will enable it to tackle sources of exponential explosion in context-sensitive and path
sensitive analyses such as symbolic execution [21, 20]. Such analyses can identify a wide range of bugs, many of
which can cause crashes and security problems [37, 9].

In the area of text processing, we expect our constraint solver to enable efficient reasoning about rich semantic
domains arising in computational semantics of natural language [8, 18, 19, 23]. This capability will make the solver
a useful component of tools for creating semantically annotated text and post-processing search results in scientific
and engineering domains. To evaluate this hypothesis, we will develop a tool for analyzing text whose subject is
explanation of source code, programming language semantics, compilation, and program analysis [36, 28, 25].

Two keywords from the list of suggested topics: security, natural language processing
Additional keywords: automated reasoning, program analysis, education innovation

Technical Description
General Background. A new generation of automated reasoning tools has proved effective in a
number of domains, including identification of security problems in operating system code [37, 9],
analysis of security protocols [35], web services [6], and device drivers [7], as well as classification
and analysis of widely used ontologies [2, 16, 34]. An approach that proved particularly effective
for software analysis is satisfiability modulo theories (SMT) [15, 3, 4, 10]. Among reasons for ef-
fectiveness of this approach are recent advances in SAT solvers, and efficient algorithms (decision
procedures) for constraints in theories such as unification [27] and linear arithmetic [11].
An Opportunity. Current SMT techniques are efficient as subroutines of larger program anal-
ysis algorithms, but fail to directly handle analysis of loops, recursion, and concurrency, leaving
those constructs to an outside analysis engine. Encouraged by the effectiveness of solvers for set
constraints [12, 22] and our experience with Java Pathfinder [33], we believe we can design more
efficient algorithms by migrating more functionality of program analyses into constraint solvers.
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We also believe that SMT solving technology has a great potential in precise analysis of texts
containing natural language. Although the computational semantics and natural language process-
ing community are aware of the advantages of finite model finders, resolution provers, and descrip-
tion logic reasoners [8, 23, 26, 14, 31], no system we know has taken advantage of increasingly
sophisticated SMT solvers.
Goals and Stages of the Proposed Research. We propose to extend the SMT solving techniques,
making them applicable 1) in a wider range of software analysis problems and 2) in the field of
text analysis. Our research will proceed in three stages, each stage lasting approximately one year
and resulting in the development of tools: Stage 1) a new SMT solver; Stage 2) bug finding tools;
Stage 3) deep text analysis. We describe these stages and their expected results below.
Stage 1: A New SMT Solver. We will implement our own SMT constraint solver infrastructure
that will enable us to push the limits of current SMT techniques. Our design will focus on the
ability of the solver to find and represent (possibly infinite) models of constraints. To address the
challenges in building a solver, we will use a high-productivity programming language Scala, and
involve in the development additional students, working in synergistic research activities.
Expected Outcomes and Results for Stage 1: 1) a definition of a rich constraint language used as
an input for the solver, building on [24]; and translators from other relevant input formats [3, 29, 32]
into our language; 2) an SMT solver design and implementation in Scala [30, 1], including the
following modules: a) a SAT solver, b) uninterpreted function symbols, c) term algebra (unifica-
tion), d) integer linear arithmetic, and e) rewriting and instantiation techniques for comprehensions,
quantifiers, and lambda expressions.
Stage 2: New Bug Finding Techniques and Tools. Building on the ability of our SMT solver
to find models of complex formulas, we will develop precise techniques for modular checking of
safety properties such as user assertion violations, uncaught exceptions, null dereferences and array
bounds errors. We will deploy these techniques within symbolic execution module of the Java
PathFinder tool [33], providing an expressive alternative to current SMT solver interfaces. The
resulting system will be able to identify bugs that depend on deep semantic properties and user-
specified assertions, making it complementary to FindBugs [17]. We expect these developments to
produce a useful tool for improving software reliability and to establish a baseline against which
we will compare the outcome of the next step.

In the next step we will develop techniques enabling our constraint solver to perform program
analysis tasks currently done outside constraint solvers. These tasks involve inductive reasoning
and are currently addressed using techniques such as loop unrolling, procedure inlining, and itera-
tive fixpoint computation (e.g. predicate abstraction with abstraction refinement). We will define
encodings of transition systems and recursive definitions into formulas of higher-order logic, and
incorporate algorithms into the constraint solver to handle such constraints. The starting point for
these algorithms are the corresponding program analysis techniques, but their integration into the
core of our SMT solver will open up the possibilities for more efficient algorithms. In particular,
SAT solver will take charge of the case analysis and finite search, the mechanisms for unification
and quantifier handling will enable symbolic execution, simplification rules will reduce the size of
path conditions, and representation using formulas will enable demand-driven and bi-directional
analysis. Compared to existing constraint solvers for program analysis, our solver will support a
richer class of constraints, allowing it to directly encode program semantics, and making construc-
tion of future precise program analysis tools for a wide range of languages substantially easier.
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The constraint solver will include abstraction mechanisms for formulas, using (among others) the
ideas developed in PI’s PhD dissertation [24, Section 4.3], [38].
Expected Outcomes and Results for Stage 2: 1) deployment of our SMT solver within Java
PathFinder; 2) design and implementation of algorithms that integrate SMT solving and program
analysis within our constraint solver; 3) rules for encoding program representations into constraints
handled by our solver.
Stage 3: Constraint Solving in the Analysis of Text Semantics. Having developed robust
techniques for reasoning about formulas and reasoning about software, we will leverage these
results in the area of analysis of documents that contain English text. We will examine texts
whose subject is software itself, minimizing the problem of commonsense reasoning. Examples of
such texts include comments in software source code, English explanations of algorithms and data
structures, widely used texts on program semantics [36, 28], and lecture notes of the PI [25].

Our text analysis algorithms will address problems such as coreference resolution, word-sense
disambiguation, and entailment. Unlike highly stylized controlled language approaches [13], we
will avoid unjustified simplifying conventions and support a broad range of English constructs,
relying on robust approaches that support ambiguity and underspecification [26, 8, 18]. While we
remain open to statistical approaches to capture syntactic cues, our focus will be the semantic anal-
ysis supported by our constraint solver. Among the advantage of our constraint solver based on
SMT techniques will be simultaneous support for both model finding and sound logical inference,
efficient reasoning about quantitative and unification constraints, and support for compositional
semantics thanks to lambda expressions in the input language. Given the amount of software arti-
facts, the proposed deep semantic analysis will have numerous applications. Our initial evaluation
will focus on the uses of such analysis in authoring semantically annotated documents.
Expected Outcomes and Results for Stage 3: We will develop a tool that analyzes documents
contained English text and source code, derives its semantic representation, detects semantic in-
consistencies and performs entailment checks. We will deploy the tool in the form of a semantic
wiki and use it to develop lecture notes for our courses.
Summary of Expected Outcomes and Results. The proposed research will result in new tools for
analysis of software source code and for precise analysis of the semantics of certain text documents.
The constraint solving techniques that we develop in the process will also be applicable to other
domains, such as interactive theorem proving [29, 5]. We will implement all tools in Scala, so
they will run on the Java platform. We will make the source code available under a range of
permissive open-source licences. Following the previous methodology of PI, we will base these
implementations on investigation of the underlying logical and algorithmic foundations, and we
will document them by publications in relevant venues. We believe that the proposed research
direction will also have important consequences in bridging the research communities of natural
language processing, automated reasoning, and program analysis.

Budget Justification
The cost of one year of support for a PhD student at EPFL is approximately 55’000 CHF for 12
months. We are asking for the support of 33 months of PhD student salary, which, assuming one
summer internship, corresponds to a support for a PhD student over the period of three years. We
are therefore asking for the total amount of 151’250 CHF, corresponding to, at the time of writing,
137’637 USD. This support will enable the completion of the proposed three stages of research.
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